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An exponential sum y can be specified by giving the coefficients b, c of the
corresponding initial value problem (Dn + c1Dn-l + ... + cn)y = 0, DHy(O) =
b;,j = 1,2,... , n. We discuss some of the topological properties of this parametric
form, noting that the associated tangential manifold does not suffer a "loss of
dimension" when the exponential parameters are allowed to coalesce. Using this
representation, we formulate a first order necessary condition which may often be
used to characterize a local best L.·approximation to a given Ie Lp[O, 1), 1 <;
p <; 00, from the set Vn(S). A sufficient condition is also given, and the use and
limitations of the theorems are illustrated by means of several carefully chosen
examples.

1. INTRODUCTION

Given b = (bI , b2 , ••• , br,) and e = (cI , C2 , ••• , cn ) from Cn, we define
Yn(b, c) to be the solution of the initial value problem

Di-ly(O) = hj , j = 1,2,..., n.

o ~ t ~ 1, (1)

(2)

When y satisfies (I) but does not satisfy any such equation of lower order,
we say that y is an exponential sum with order n. We shall let Pn(e) denote
the polynomial corresponding to the differential operator in (I) and define

AnCe) = {;\ E C: ;\ is a root of Pnee)}. (3)
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In [6] we have shown that each f E Lv[O, 1] (l ~ p ~ 00) has a best :1 ':v
approximation from the set

n = 1,2,...

provided that S c: C is closed. In this paper we shall discuss the parametri
zation of V,,(C) suggested by (1) and (2) and then formulate necessary
conditions and sufficient conditions which may often be used to recognize
such a best approximation. By specializing these results we shall obtain the
previously known characterization theorems of Rice [8] and Braess [2].

2. THE PARAMETRIZATION Yn(b, c)

In the formulation of characterization theorems or in the actual
construction of best approximations to a given f it is useful to have some
means to parametrically represent each y E V,,(C). For example, we might
write y in the form

~ ni

yet) = I I aijti - 1 exp(·Vt),
i=1 i=1

as is done by Rice [8], in the form

(4)

"y(t) = I dj L1H(A1 , A2 , ••• , Ai) exp(M)
i=1

(5)

(where L1H(A1 , A2 , ••• , Ai) is the (j - l)th order divided difference operator
with respect to A at the points Al , A2 , ... , Ai) as is done by Braess [3], in the
form

yet) = qyneb, A; t),

where qyn(b, A) is the solution of the initial value problem

DHy(O) = bi ,

as is done in [6], or in the form

j = 1,2,... , n
(6)

yet) = Y,,(b, c; t),

where Y..(b, c) is defined by means of the initial value problem of (1) and (2).
The conventional form (4) is convenient when the parameters Aio are held
fixed, but it is not at all convenient when these parameters are allowed to
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coalesce in which case I (and thus the whole form of (4» is altered. The
remaining three forms provide continuous mappings from the euclidean
space C2n onto the II IIp- normed space Vn(C) with Yn(b, c) also providing a
mapping from R2n onto the corresponding set vnr(C) of real valued
exponential sums. When one constrains the exponential parameters
AI' A2 , •.• , An (e.g., by requiring them to be real) the use of either (5) or (6)
may be desirable with the form (5) allowing one to cast the problem
in a form suitable for the theory of y-polynomial approximation, cf.
Hobby and Rice [5] and de Boor [I). It will be noted that the choice
of the linear parameters d in (5) is dependent upon the way the corre
sponding exponential parameters Ai are ordered into a vector A while this is
no longer the case for the linear parameters b appearing in (6). Moreover, the
parametetric form Yn(b, c) eliminates this ordering problem altogether by
replacing the exponential parameters by the components of c which are
the first n elementary symmetric functions of the Ai' Hence, Yn(b, c) is a
natural parametric form to use when some of the Ai are complex so that no
natural ordering is possible.

Given y E Vn(C) we may uniquely determine busing (2), but the differential
operator of (1) which annihilates y (and, therefore, c) is uniquely determined
if and only if y has full order n. Thus, the parametrization Y,,(b, c) fails to
provide a homeomorphism between C2n and ViC). By restricting our
consideration to those exponential sums which have full order, however, we
obtain the following result.

THEOREM 1. Let the mapping

Y n : C2n ->- Vn(C) by (b, c) ~ Yn(b, c) (7)

be defined by means of the initial value problem (1) and (2), and let

F2n = y;I{Vn_ 1(C)}

(with Vo(C) denoting the set whose only element is the zero function in the
event n = 1.) Then F2n is a nowhere dense closed subset of C2n, and the

restriction

(8)

of (7) to C2n\F2n is a continuously differentiable homeomorphism provided C2n
has the usual topology and Vn(C) has the topology induced by anyone of the

II lip-norms, 1 ~ p ~ 00.

Proof From the definition of (7) in terms of the initial value problem
(1) and (2) it is clear that (7) is continuously differentiable and that the
restriction (8) is a bijection. Next, for any given y E Vn{C)\Vn - 1(C) there
exists a best II lip-approximation, Yo, from Vn - 1(C) (cf. [6, Theorem 2]) so
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that Vn(C)\Vn-l(C) contains the open ball of radius 1\ y - Yo 1\ which is
centered at y. It follows that Vn- 1(C) is a closed subset of Vn(C) and that F2n

(the inverse image of Vn - 1(C) under the continuous mapping (7)) is a closed
subset of C2n• Moreover, the closed set F2n can contain no open ball in
C2n (since by slightly perturbing the initial conditions b one can insure
that Yn(b, c) has full order n) and, therefore, F2n is nowhere dense. It
remains to be shown that the inverse of (8) is continuous.

Accordingly, let Yn(b, c), Yn(bv , cv), v = 1,2,... be chosen in such a
manner that each has full order n and that

(9)

We must show that this implies that {(bv , cv)} converges to (b, c) in C2n.

As a first step, we shall show that {cv} is bounded. Indeed, if this is not the
case, then the corresponding sequence of spectral sets {i1nCcv)} is unbounded
so that (after passing to a subsequence, if necessary) we may obtain the
decomposition

v = 1,2,...,

where {vv} is a sequence from Vn- 1(C) which II Ilv- converges to some
v E Vn- 1(C) and where {uv}, {wv} are U, W-sequences, respectively, from
Vn(C), cf. [6, Section 3]. Together with (9) and [6, Lemma 2-iv] this gives

o= lim II UV + Vv + Wv - Yn(b, c)ll v

= lim II UV + v + Wv - Yn(b, c)llv

?: II v - Yn(b, c)llv ,

which implies that Yn(b, c) E Vn- 1(C) contrary to hypothesis. Thus, {cv} is
bounded.

Now since {cJ is bounded, the corresponding sequence of spectral sets is
also bounded, and together with (9) and [6, Lemma 1] this implies that {bv}

is also bounded. Hence, some subsequence of {(bv , cv)} is convergent. Let
(b*, c*) denote the limit of this subsequence (which we shall continue to
call {(bv , cv)}.) By using (9) and the continuity of (7) we find

1\ Yn(b*, c*) - Yn(b, c)llv = lim II Yn(bv, cv) - Yn(b, c)llv = 0

and since (8) is a bijection this implies that (b*, c*) = (b, c). 0

COROLLARY 1. The further restriction

Yn : R2n
\F2n ---+ VnT(C)\ V~-l(C)

of (8) is also a continuously differentiable homeomorphism.

(10)
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Unfortunately, there is no "ideal" parametrization for the class of expo
nential sums, i.e., there is no homeomorphism from C2n onto Vn(C). Indeed,
since C2n is locally compact while Vn(C) is not, no such homeomorphism
can exist [4, p. 238-239]. (To see that Vn(C) with the II I/p- norm is not locally
compact, we note that any II IIp- neighborhood of the zero function in VncC)
contains a U-sequence which contains no convergent subsequence.) Never
theless, as b, c vary over suitably small open balls with centers at bo, co,
respectively, in Cn we see from Theorem 1 that Yn(b, c) varies over some
neighborhood of Yo = Yn(bo , co) in Vn(C) provided Yo has full order n.
When Yo does not have full order, however, we cannot explore a neighborhood
ofYo in Vn(C) so simply, and, indeed, we do not have any means of reasonably
describing such a neighborhood in terms of any presently known parametric
form. (Similar observations have been made by Rice [8, p. 152] and de Boor
[1, p. 182].)

Given b, c, b*, c* E en we define

n I 0 0 Ihn(b, c, b*, c*) = L bi*· 8t; + Ci* • F-: Yn(b, c),
i=1 • C.

and we refer to the set

Hn(b, c) = {hn(b, c, b*, c*): b*, c*, E en}

(11)

(12)

as the tangential manifold of y = Yn(b, c) with respect to the parameters
b, c. Clearly Hn(b, c) is a linear space with dimension at most 2n which
contains the n-dimensional space

Ln(c) = {hn(b, c, b*, 0): b* E cn} (13)

of solutions of (1). A useful alternative description of Hn(b, c) is provided
by the following lemma.

LEMMA 1. Let b, c E c n and assume that the exponential sum y = Yn(b, c)
has order k. Let Al , '\2 ,... , '\k be the essential exponential parameters of y so
that

if k = 0,
if k ~ 1

is the lowest order monic differential operator which annihilates y. Then the
linear space Hn(b, c) given by (12) has dimension n + k with

Hn(b, c) = {h: Qn(b, c; D) Pn(c; D) h = O}

(where Pn(c; D) is again the differential operator of (1).)

(14)
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Proof If y = Yn(b, c) and h = hn(b, c, b*, c*) then by using (1), (2),
and (11) we find that h satisfies the initial value problem

n

Pn(c; D) h(t) = - L ci*Dn-iy(t),
i=l

o~ t ~ 1, (15)

Di-lh(O) = b;*, j=1,2, ... ,n (16)

and, hence, vanishes identically if and only if the driving term on the right
side of (15) and the initial conditions of (16) both vanish. But by hypothesis y
has order k and, therefore, the functions D;-ly, .i = 1,2,... , n span a linear
space of dimension k. Hence, from (15) and (16) we conclude that Hn(b, e)
has dimension n + k. Finally, from (15) and the definition of Qn, we find
that Hn(b, e) is contained within the n + k dimensional kernel of the
differential operator Qn(b, e; D) Pn(e, D) so that (14) holds. 0

The corresponding tangential manifolds which result when Vn(C) is
parametrized by using the roots of Pnee), e.g. (4), (5), or (6), suffer a "loss of
dimension" (cf. [1, p. 182]) when some of these roots coalesce. Indeed, if
we let '2?1nCb, A) denote the solution of (6) and if we define

gn(b, A, b*, A*) = i~ lb;* . 8~i + Ai*' 8~i I'2?In(b, A), (17)

Gn(b, A) = {gn(b, A, b*, A*): b*, A* E cn}

then by using arguments analogous to those used in the proof of Lemma 1
we obtain the following alternative description of the linear space Gn(b, A).

LEMMA 2. Let b, AE Cn, and assume that the exponential sum y = '2?1neb, A)
can be expressed in the form (4) with ain. =F 0 for each i = 1,2,... , I and with
A1o, 10..2°,..., 10..1°being distinct numbers sele~tedfrom among the components ofA.
Let

if 1=0,
if I ~ 1,

and let Gn(A) E C n be defined in such a manner that the components ofA are the
roots of Pn(On(A». Then the linear space Gn(b, A) given by (17) has dimension
n + I with

Using Lemmas 1 and 2 we see that the exponential sum

yet) = t exp(t) (18)
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from V2(C) has the four-dimensional tangential manifold

179

H2(bo, co) = {h: (D - 1)4 h == O} bo = (0,1), Co = (-2, 1)

with respect to the parametrization of (1) and (2) while the corresponding
tangential manifold

bo = (0, 1), '\0 = (1, 1),

which results from any of the parametric forms (4), (5), or (6) is only three
dimensional.

The use of the full dimensionality of Hlbo , co) may be restricted due to
some constraint we wish to impose upon the exponential parameters. For
example, suppose we wish to consider exponential sums which lie close to
the y of (18) and which continue to have real exponential parameters, Al , A2 •

We, thus, wish to find those b*, c* E C2 for which Y2 (b + exb*, c + exc*) lies
in Vn(R) for all sufficiently small ex > 0, or, equivalently, we wish to find c*
such that the roots of the corresponding auxiliary polynomial

are both real for all small ex > 0. For this to be the case it is both necessary
and sufficient that C1*, C2* E R with Cl * + C2* ,::;: 0. Thus, by constraining
the exponential parameters to lie in the set S = R we prohibit the full use
of the four-dimensional manifold H 2(bo , co), but we certainly have more
freedom than would be the case if we only made use of the three-dimensional
manifold G2(bo , Ao) which results from the alternative parametrization
using (4), (5), or (6).

In an effort to deal with situations of this type we shall find it convenient
to introduce two new concepts. We define

Kn(b, c, c*) = {hn(b, c, b*, exc*): b* E cn, ex ~ O} (19)

and refer to this subset of Hn(b, c) as the tangential cone of Yn(b, c) at b, c
in the direction of c*. We note that

L n(c) = Kib, c, 0),

Hn(b, c) = U Kn(b, c, c*),
c*eCn

Gn(b, c) = U Kn(b, O"n(A), Xn(A, A*»,
J...*EC n

where O"n is defined as in Lemma 2 and

(20)
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Next, we say that the exponential sum y is accessible through the cone
Kn(b, c, c*) (with respect to Vn(S)) provided y = Yn(b, c) and there exists
some continuously differentiable arc

z: [0, 1] -+ en

with

as ex -+ 0+ and with

z(ex) = C + exc* + o(ex) (21)

An (z(ex)) C S, O~ex~l. (22)

For example, when An(c) is contained in the interior of S then Yn(b, c) is
accessible through each of the cones Kn(b, c, c*), c* Een. On the other hand,
when S = R we see from the previous discussion that the exponential sum
(18) is accessible through the cone Klb, c, c*) if and only if b = (0, 1),
C = (-2, 1),andc*ER2 withc1* + c2* ~ 0.

3. FIRST ORDER NECESSARY CONDITIONS

Using the notation and concepts just introduced we shall formulate a first
order necessary condition which every local best II IIp- approximation to
a givenfmust satisfy. In so doing we first prepare two lemmas.

LEMMA 3. Let 1 ~ p ~ 00 and let e, hE Lp[O, l}. Let q)p[e, h] be defined
such that

( T[e, h; t] dt

q)p(e, h] = II e II~-Pr ! e(t)IP-l T[e, h; t] dt
o

lim ess sup{T[e, h; t]: I e(t)1 ~ II ell"" - c3}
8-.0+

when II e lip> 0 (with q)p[O, h] = II h lip) where

if p = 1,

if 1 < p < 00~23)

if p = 00,

. -II h(t)1
T[e, h, t] - Re[h(t) e(t)/I e(t)l]

if e(t) = 0,
if e(t) 7'= 0

(24)

(with the bar denoting the complex conjugate). Then

lie + exh lip = II elip + exq)p[e, h] + o(ex)

as ex decreases to zero through positive values.

(25)
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8> 0,

Proof. We may assume II € 112> ,II h 1/2> > 0. When 1 :s;; p < 00 the Lebesgue
dominated convergence theorem [11, p. 89] may be used to show that

lim ex-1{11 € + exh liP - II € liP} = p II € IIP-l @p[€, h)
~->o+ P P P

from which (25) follows. When p = 00 we define

£8 = {t E [0, 1]: [ E(t)1 ): II € 1100 - 8},

r(8) = essE8 sup Re[ih],

noting that r(8) monotonically decreases to some limit, r(O+), as 8 ~ 0+.
Setting fJ = 2ex II h 1100 we find

II € 11 2 + 2exr(0+) - ex2 11 h 11 2 = lim essE. sup{/ € 12 + 2ex Re[ih] - ex2 11 h 11 2
}

co C() 6-70+ v 00

:s;; lim essE8 sup I E + exh 1
2

8->0+

:;:;; II € + exh II~

= eSSE$ sup I € + rxh /2

:s;; II € II~ + 2rxr(fJ) + rx2 11 h /I~

so that

II € + exh l[~ = [I € II~ + 2exr(0+) + o(rx)

from which (25) follows upon taking square roots. 0

LEMMA 4. Let.\, A2 , ••• , An be real numbers, let f[!o E Cn(ex, fJ) be real
valued, let

and assume that f[!o has m > n zeros in (ex, fJ). Then f[!p has at least m - v real
zeros in (ex, fJ), v = 1,2,... , n. In particular, if y E Vn(R) has n real zeros,
then y - 0.

Proof cf. P6lya-Szego (7, p. 40, #18].

THEOREM 2. Let the exponential sum Yo = Yn(b, c) be accessible through
the tangential cone Kn(b, c, c*) with respect to Vn(S), let fE Lp(O, 1], and let
€ = f - Yo . Then a necessary condition for Yo to be a local best II lip-apprOXi
mation to f from Vn(S) is that Yo be a best II lip-approximation to f from
Kn(b, c, c*), and, in particular, that

(26)

for each h E Kn(b, c, c*).
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Proof Let hE Kn(b, c, c*) be chosen. From the definitions (11) and (19)
it follows that for some b* E Cn, ao ~ 0 we have

h = hnCb, c, b + b*, c.:oc*)

= hn(b, c, b*, c.:oc*) + hn(b, C, b, 0)

= hn(b, C, b*, aoc*) + Yo

and that (after rescaling c*, if necessary) we may assume ao = 1. Moreover,
since the local best II lip-approximation Yo is accessible through Kn(b, c, c*)
we may find a smooth are z satisfying (21) and (22) so that for all sufficiently
small a ~ 0 we have

Ilf - Yo lip ~ Ilf - Yn(b + ab*, z(a))llp

= lif - Yn(b, z(O)) - c.:hn(b, c, b*, c*)llp + o(a)

= Ilf - Yo - a(h - Yo)llp + o(c.:)

= 11(1 - c.:)(f - Yo) + c.:(f - h)llp + o(c.:)

~ Ilf - Yo lip + c.:{llf - h lip - Ilf - Yo lip} + o(a).

Hence, Ilf - Yo lip ~ Ilf - h lip so that Yo is a best II lip-approximation to
f from Kn(b, c, c*). Finally, using Lemma 3 and the fact that Yo is a local
best II lip-approximation to ffrom Kn(b, c, c*) we find

Ilf - Yo lip ~ Ilf - Yo - c.:h lip

= Ilf - Yo lip + a<Pp[E, -hI + o(a)

for all sufficiently small a > 0 from which (26) follows. 0

COROLLARY 1. Let the exponential sum Yo = Yn(b, c) be a local best
II lip-approximation to f from Vn(S), let E = f - Yo, and assume II E lip> o.
Thenfor each h in the n-dimensional manifold Ln(c) we have

IL"o h(t) E(t)/I E(t)1 dt I~ f.~o I h(t)1 dt if p = 1, (27a)

f h(t) E(t)1 E(t)IP-2 dt = 0
."'0

if I < p < 00, (27b)

inf lim ess sup Re{e· h(t) E(t)/I E(t)1} ~ 0
181=1 8->0+ 1'1~1I'1I",-8

if p = 00. (27c)

Ifin addition each element ofAn(c) is an interior point ofS, then (27) also holds
for each h in the n + k-dimensional manifold Hn(b, c) (where k ~ n is the
order of Yo .)
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Proof We shall first consider the case where p = 1. Since Yo is accessible
through the (degenerate) cone Kn(b, c, 0) = Ln(c) the inequality (26) or
equivalently the inequality

Re I h(t) e(t)/I e(t)1 dt ~ I I h(t)! dt
<#0 <~o

(28)

must hold for each hE Ln(c). But since Ln(c) is a linear space, (28) must also
hold whenever his replaced by eh where eE C with I eI = 1. By appropriately
choosing ewe obtain (27a).

Suppose in addition that An(c) is contained in the interior of S. Then Yo
is accessible through every cone Kn(b, c, c*), c* E C, and, in view of (20) and
the theorem, this implies that (28) must hold for every hE Hn(b, c). Since
Hn(b, c) is also a linear space this implies as before that (27a) holds
for each hE Hn(b, c). Hence, the proof is complete for the case p = 1.

Analogous considerations apply in the cases where 1 < p < 00 and
p = 00. 0

COROLLARY 2. Let 1 ~ p < 00, let Yo be a local best II lip-approximation
to f from Vn(S) with Ilf - Yo lip> 0, and assume that S possesses some finite
accumulation point, i.e., that S contains some convergent sequence AI' A2 ,...
with Ai ¥= Aj for i ¥= j. In the case where p = I assume in addition that
j(t) ¥= yo(t) holdsfor almost all t. Then Yo hasfull order n.

Proof We shall first show that the corollary holds when n = 1. Indeed,
if the zero function is a local best II lip-approximation to f from VIeS) then
from Corollary 1 we see that

rIj(t)!P-2 jet) y(t) dt = °
o

(29)

holds for each y E VI(S). This being the case, (29) also holds whenever y is
a linear combination of terms from VIeS), and in particular whenever y may
be expressed in the form

for some II = 1,2,... and some m = 1,2,.... Thus, if A is the limit of the
sequence {Av}, we see that (29) holds whenever

t t 1 tm 1

y(t) = exp(M) f f ... f - dtI dt2 ... dtm
o 0 0

= exp(At) . tm/m!



184 KAMMLER

for some m = 1,2,.... Finally, (29) must also hold for all linear combinations
of such terms, i.e., whenever

yet) = exp(At) . pet)

for some polynomial P. Using (29) and the Holder inequality we find

IIfllP = J1 IfI P- 2 •J. [f - y) dt
P 0

< If Ifl Pdtrp-1)/p ·If If - y !P dtr/
p

= IlfII~-1 . IIf - y lip

(30)

must hold whenever y has the form (30) and, hence, II flip = O. Thus, the
corollary holds when n = 1.

The extension to n = 2, 3, ... is now immediate. Indeed, if Yo E Vn_ 1(S)
and Ilf - Yo lip> 0, then the zero function cannot be a local best II IIp
approximation to f - Yo from V1(S), and, hence, Yo cannot be a local best
II lip-approximation to ffrom Vn(S). 0

The mild requirement that S have a finite accumulation point cannot be
relaxed, e.g. the zero function is the unique best II 112-approximation to
f = 1 from V1(S) when S = {v . 27Ti: v = ±l, ±2,...}.

Somewhat different formulations and proofs of Corollary 2 for the case of
Vn'"(R) are given by Hobby and Rice [5, p. 99] and by de Boor [1, p. 179)
with the case p = 1 being left undecided. By examing the above proof we
see that when p = 1 and the zero function is a best II Ill-approximation to f,
then we cannot deduce that (29) holds for all y E V1(S) without imposing the
additional hypothesis that f =1= 0 almost everywhere.

EXAMPLE 1. Let us define

f(t) = lb
and set

if 1/3:OS; t :os; 2/3,
otherwise

yet) = a exp(At),

s = exp(l A1/3).
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We then find

f
l~ f2~ (1

II!+ y 111 ~ I y I dt + [f - I y 11 dt + j, I y I dt
o 1/3 2/3

1/3

= 11/111 + (I - s + S2) flY I dt
o 1

= II![II + [(1 - s + s2)/(1 + s + S2)]J IY Idt
o

~ 11!lIl + (1/3)11 Y 111

~ 1I!111

185

with equality holding throughout if and only if a = O. Thus, the zero function
is the unique best II Ill-approximation toI from Vl(C). 0

The following example has been chosen to show that a best II 111)-approxi
mation need not be unique and to show that the necessary conditions of
Theorem 2 and Corollaries 1 and 2 are not sufficient conditions to
characterize a local best II 1I1)-approximation.

EXAMPLE 2. We define

f(t) = 90t2 - 90t + 16,

and first seek a best II Ikapproximation to I from Vl(R). If the exponential
sum

y(t) = a exp(.\t)

is a best II 112-approximation to f, then from (27b) we find

r [J(t) - yet)] exp(,\t) dt = 0
o

or equivalently

a = If f(l) exp(,\t) dtlllf exp(2At) dt!.

Using (31) and defining

I/;(A) = II! - Y II~ ,

we find

I/;(A) = 46 - B(,\j2)2f{(,\j2)5 sinh(,\j2) cosh(,\j2)},

where

B(u) = (45 + 16u2) sinh u - 45 u cosh u.

(31)
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It can be shown that If;' vanishes only at the relative maximum of If; at A = °
and at the absolute minima of If; at,\ = ±12.3064... so that

y+(t) = 0.00008931... exp(12.3064... t),

y-(t) = y+(l - t)

are the two best II 112-approximations to jfrom Vl (R).
Suppose now that we seek a best II 112-approximation to j from the larger

class Vl (C). Taking

we find find that (by the construction of1)

1 JlJ [j(t) - yo(t)] dt = [Jet) - yo(t)] t dt = 0
o 0

so that Yo is the unique best II 112-approximation to j from the tangential
manifold

Thus, Yo satisfies the necessary conditions of Theorem 2 and its accompanying
corollaries, but Yo fails to be a best II 112-approximation to j from Vl (R) and,
hence, from the larger set Vl (C). Finally, we note that even in the larger class
Vl (C) f has no unique best II Ikapproximation. Indeed, since Jet) = Jet) =
j(l - t) we see that

h(t) = a exp(M),

Y3(t) = a exp[A(l - t)],

h(t) = a exp(Xt),

yit) = a exp[X(l - t)]

all II lip-approximate f equally well, and when a, A =1= 0 at least two of these
four functions must be distinct. 0

In the special case where f is a real valued continuous function, one might
attempt to characterize a best II II",-approximation to jfrom V1t(S) in terms
of the number of alternations of the corresponding error curve, cf. [2; 8; 10,
Chapter 8]. Such a characterization can be made provided the exponential
parameters are real so that Lemma 4 can be utilized.

COROLLARY 3. Let the exponential sum Yo EO vnr(s) be expressible in the
form (4) with Ai

O E Rand ain. =1= 0, i = 1,2,... , I, and let fE qo, I] be real
valued. '

(a) If S ~ C and each Ai
o is an interior point of S with respect to the
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topology ofC, then a necessary condition for Yo to be a local best II lloo-approxi
mation to f from vnr(s) is that the error curve E = f - Yo alternate at least
n + k times on [0, 1].

(b) If S C R and each A;o is an interior point of S with respect to the
topology of R, then a necessary condition for Yo to be such a local best II 1/'",
approximation is that E alternate at least n + I times on [0, 1].

Proof Assuming that Yo is a local best [[ lloo-approximation to f from
vnr(s) and that each A;o is an interiror point of S with respect to the topology
of C, we see from Corollary I that Yo must be a best [I II",-approximation to
ffrom the n + k-dimensional real linear space Hnr(b, e) whenever b, e E Rn
are chosen in such a manner that Yo = Yn(b, e) with A(e) C R. But since
A(e) C R, we see from Lemmas I and 4 that any basis of the n + k-dimensional
real linear space Hnr(b, e) forms a Haar system, and since Yo is a best
II II",-approximation to f from Hnr(b, e) it follows (cf. [9, Chapter 3]) that
f - Yo alternates at least n + k times on [0, 1].

More generally, if we can only assume that each Al is an interior point
ofS C R with respect to the topology of R, then arguments analogous to those
used in the proof of Corollary 1 can be used to show that Yo must be a best
II lloo-approximation to f from the n + I-dimensional real linear space
Gnr(b, A) with the components of A being interior points of S. Again any
basis of Gnr(b, A) forms a Haar system so that f - Yo must alternate n + 1
times on [0, I]. 0

By constraining the exponential parameters to be real, one loses k - I
degrees of freedom in the tangential manifold and this is reflected in the
weakened alternation requirement of Corollary 3 which was first pointed
out by Braess [2, p. 313]. That this condition cannot be strengthened to a
sufficient condition (e.g. as once suggested by Rice [8, p. 158]) may be seen
from the following generalization of an example originally suggested by
Braess [2, p. 315].

EXAMPLE 3. Let

J(t) = sin(1Tt + (3),

(where f3 is a real parameter which we shall later specialize), let the kth order
exponential sum y be a local best II Ikapproximation to f from vnr(R),
and let Al ~ A2 ~ ••• ~ A1< be the essential exponential parameters of y
with exactly I of these being distinct. Then if

(jJ = {D - "1)(D - "2) (D - Ak)}(f - y)

= {(D - A1)(D - "2) (D - "k)}.r,
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we see that (j) is a nontrivial linear combination of sinent + {J) and cos(nt + {J)
so that (j) has at most one zero in (0, 1). Using Lemma 4, we conclude that
the error curve € = f - Yo has at most k + 1 zeros in (0, 1) so that €

alternates at most k + 1 times on [0, 1]. On the other hand, from Corollary 3
above we see that € must alternate at least n + I times. Hence, from the
inequalities 0 ~ I ~ k ~ nand n + I ~ k + 1 we conclude that either
n = 1 and k = I = 0 (i.e., Y ~ 0) or else k = n and I = 1 so that y may be
parametrized in the form

where A, ao ,... , an-l are real and an-l =I=- O. Thus, for all n ~ 2 we have a
maximum degeneracy in the sense that all of the exponential parameters
coalesce. Moreover, since the error curve alternates exactly n + 1 times
with k = n and I = 1 for n ~ 2 we see from Corollary 3 that no local best
II lloo-approximation to ffrom the larger class V.,"(C) is found in VnT(R).

In order to determine A, a we may proceed as follows. For each real Awe
may use numerical methods to uniquely find the linear parameters a(A) which
make the error curve f - y(a(A), A) alternate at least n times. With a(A) thus
determined, we compute

l{J(A) = Ilf - y(a(A), A)lIoo

and by numerically locating the local minima of l{J find each local best
II lloo-approximation to ffrom VnT(R).

When {J = 0 we find that

Yl(t) = 0.5000...

Y2+(t) = {0.2762... - 0.2839...t} exp(+3.5716... t)

Y2-(t) = {-0.2762... + 10.1017... t} exp(-3.5716... t)

Ya+(t) = {0.20n - 0.4358 t + 0.2290 t2} exp(+6.0790... t)

YaO(t) = -0.0280 + 4.000 t - OOסס.4 t2

Ya-(t) = {0.20n - 9.7123 t + 100.0094... t2} exp( -6.0790... t)

are the local best II lloo-approximations to f from V{(R), V2T(R), VaT(R), ...
(with II € 1100 = Iy(O) I in each case.) We thus see from this simple example
that a best II lloo-approximation to a given f from VnCR) need not be unique
and need not alternate 2n times. Moreover, there may be a number of local
best II lloo-approximations which are not best II Iloo-approximations. 0
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4. A SUFFICIENT CONDITION
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It has been observed that the first order necessary conditions ofthe previous
section fail to be sufficient to characterize a best II lip-approximation. When
Yo has full order, we may obtain a sufficient condition by introducing a mild
hypothesis on the o(ex) term of Lemma 3.

THEOREM 3. Let fE Lp[O, 1] with 1 ~ p ~ 00, let Yo = YnCb, c) be
chosen from Vn(S), let E = f - Yo , and assume that Yo has full order n. Let

fJ-(ex) = sup{11 d2Yn(b + exb*, c + exc*)ldex2 11"" : 0 ~ I bi* I, i Ci* I ~ I} (32)

be defined for ex > 0 and assume that

lim inf 01 E + exh lip - II E IIp)/ex2 > 0/2) lim sup fJ-(ex) (33)
a40+ a~O+

holds for each h E Hn(b, c) with II h lip > O. Then Yo is a local best II lip-approxi
mation toffrom Vn(S),

Proof For each ex > 0 we define

cp(ex) = ex-2 • min{1I E + exhn(b, c, b*, c*)[lp - II E I[p : (b*, c*) E K}, (34)

where

K = {z E C2n
: max(J Zl I, / Z2 /, ••• , I Z2n /) = I}.

The set K is compact, and this together with the continuity of hn and the
hypothesis (33) implies that

cp(ex) > (/2) fA(ex) (35)

holds for all sufficiently small ex > O. This being the case we may use the
mean value theorem together with (32), (34), and (35) to see that for every
(b*, c*) E K and for sufficiently small ex > °we have

Ilf - YnCb - exb*, c - exc*)lIp

?: Ilf - Yn(b, c) + exhn(b, c, b*, c*)llp - fJ-(ex) ex2/2

?: II Ellp + ex2[ep(ex) - 0/2)fJ-(ex)]

> II Ellp,

In view of the homeomorphism established by Theorem 1, this shows that Yo
is a local best II lip-approximation to ffrom Vn(C) and, therefore, from Vn(S)
as well. 0

When p = 00 the crutial hypothesis (33) may be simplified as follows.
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COROLLARY 1. Let fE qo, 1], let Yo = Yn(b, c) be chosen from Vn(S),
let E = f - Yo , and assume that Yo has full order n. Assume further that

min{Re E(t) h(t): I E(t)1 = II Ell",} < ° (36)

holds for every hE Hn(b, c) with II h II", > °(i.e., assume that there is strict
inequality in the necessary condition of (27c).) Then Yo is a local best II 11",
approximation to f from Vn(S).

Proof Let hE Hn(b, c) be chosen with II h Ilx > 0. Using Lemma 3 and
the continuity off together with (36) we find

lim inf a-2[11 E - ah II", - II Ell",]
"'....0+

= lim inf a-2 [-a min{Re E(t) h(t): I E(t)[ = II € II",} + o(a)]
a~O+

= +co

so that (33) holds. Thus, from the theorem we conclude that Yo is a local
best II II",-approximation toffrom Vn(S). 0

COROLLARY 2. Let fE [0, 1] be real valued, let the nth order exponential
sum Yo = Yn(b, c) be chosen from vnr(s n R), and assume that An(c) is
contained in the interior of S. Then a necessary and sufficient condition for Yo
to be a local best II II",-approximation to f from vnr(s) is that the error curve
€ = f - Yo alternate at least 2n times on [0, 1].

Proof If € alternates at least 2n times on [0, 1] and if hE Hnr(b, c) is
chosen such that (36) fails to hold, then h has at least 2n zeros in [0, 1] and,
therefore, (since hE V2n(R)) we conclude from Lemma 4 that 11 h II", = 0.
Hence, the sufficiency follows from Corollary 1 above. The necessity follows
from Corollary 3 of Theorem 2. 0

Using Lemma 4 it can be shown (cf. [2, p. 313]) that a sufficient condition
for the kth order exponential sum Yo to be a best II II",-approximation to the
continuous real valued function f from vnr(R) is that the error curve
E = f - Yo alternate at least n + k times on [0, 1], and in view of Corollary 2
above one might possibly hope to obtain a similar sufficient condition which
would apply in the larger class vnr(C). Unfortunately, the possession of an
alternant of any fixed length (no matter how long) is not a sufficient condition
to characterize a best II "",-approximation to ffrom vnr(C) when n ?: 2. (We
note that this contradicts Rice [9, p. 62-63] where it is incorrectly stated
that Vnr(C) is varisolvent under a suitable parametrization.) This is easily
seen from the following.
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EXAMPLE 4. We define
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J(t) = COS(N7Tt), °:s;; t :s;; I,

and seek a best II II",-approximation to/from V2'(C). Since/E V2'(C),Jis its
own best II II",-approximation. We note, however, that if

yet) = a . COS(N7Tt)

for some real a '1= I, then the error curve € = / - y alternates exactly N
times on [0, I]. Clearly, y fails to be even a local best II II ",-approximation to /
from V2'(C). 0
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